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Abstract—The study aimed to learn about the experiences and 

opinions of students and academic teachers regarding the use of 

artificial intelligence in higher education. The question was 

answered to what extent and in what way do students and academic 

teachers of APS use AI in their studies and work? A diagnostic 

survey method was used, and original survey questionnaires were 

used. The study involved 58 academic teachers and 139 students. A 

significant number of academic teachers do not use artificial 

intelligence, and some of them express open disapproval of its use 

in education. These concerns include the negative impact of AI on 

the teaching process and the risks associated with verifying 

knowledge. A small number of lecturers use AI mainly to search 

for or create teaching materials. They use AI to prepare lesson 

plans, generate images, or make classes more attractive. In turn, 

some of them fear that AI may encourage students to abuse 

technology in the educational process. Most students declare that 

they do not use AI, and some are afraid of its inaccuracy and the 

possibility of making mistakes. Of the students who use AI, they 

mainly use it to search for information, simplify and correct their 

work, and create new materials. There is a clear discrepancy 

between the needs and goals of lecturers and students in the context 

of AI use. Lecturers perceive AI as a tool to support teaching, but 

with concerns about its ethical and practical application, while 

students treat AI as a tool to facilitate everyday learning tasks. The 

results suggest the need to implement training on the ethical use of 

AI and its full potential for both lecturers and students to prepare 

them for the upcoming technological changes in education. 
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I. INTRODUCTION 

RTIFICIAL intelligence is "the ability of a digital 

computer or a robot-controlled computer to perform tasks 

commonly considered characteristic of human beings" [1, p. 

33]. AI (artificial intelligence) is supposed to learn from 

experience, reason or generalize. Its feature is evolution, aimed 

at solving increasingly complex problems. This leads to a 

"revolution" that may include the automation of a significant 

number of human tasks [2].  

Currently, the simplest division of AI is the distinction 

between narrow - this is AI designed to perform narrow, 

specialized tasks (e.g. information search) and general AI, 

which can learn and perform tasks analogous to those performed 

by humans [3]. The algorithms and learning methods used in 

generative AI are used, because of the popularization of free 

applications, to generate text, graphics, sound, and films as well 

as to collect and process information, and translation, by people 

representing most current professions. Its products stimulate 
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creativity, innovation, and critical thinking, increasing 

productivity and reducing working hours [4]. The growing 

range of services using AI, including bots performing marketing 

tasks or driverless autonomous cars, poses ethical dilemmas to 

society regarding responsibility for decisions and actions taken 

by AI [1]. Unlike AI which operates based on analyzing 

historical data and drawing conclusions based on it, generative 

AI is based on models such as GPT (Generative Pre-trained 

Transformer), which can create new, original content, similar to 

human creativity. GPT-4, one of the latest versions of this 

technology, can generate not only text responses but also engage 

in complex educational conversations, helping students 

understand complex issues. Thanks to the ability to train on 

huge data sets, AI is becoming a tool used in education to create 

personalized teaching materials, adaptive quizzes, or even 

automatic assessments of papers. In the context of higher 

education, these possibilities open the way to a more 

individualized approach to teaching, which promotes student 

activation and more effective knowledge acquisition. 

Generative AI is also used in the creation of synthetic 

educational data, which allows teachers to test and analyze 

different teaching methods before they are introduced into the 

curriculum [5, 6, 7].  

It is currently emphasized that AI affects every area of human 

life and activity, including education, including higher 

education [8], and the competencies related to its use are crucial 

for the next generation [9]. 

Artificial intelligence supports various dimensions of 

education – from administration, through the teaching-learning 

process, to assessment and reporting of effects [10]. It provides 

many new possibilities in the sphere of education, but at the 

same time leaves humans with the choice between the 

knowledge provided by AI and the intuition or emotions that 

usually guide people's actions [1]. In generative AI projects, 

there were such tasks in the sphere of education as collecting 

data on students' progress, monitoring progress, predicting it, 

managing the learning process, including participating in 

tutoring for students [11]. What was a plan and project is now 

an educational reality, including diagnosis, expert system, and 

correction of the learning process individually for each user 

[12]. The main areas of AI application in education are 

individualization of the education process, including tracking 

progress, difficulties, and errors, providing feedback and 

adjusting the level of difficulty; writing support, checking the 

correctness of papers, detecting plagiarism; support for teachers 

in preparing and assessing lessons and evaluating educational 
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processes, increasing the use of automation of selected 

educational processes to prepare students for life in a world 

dominated by algorithmic activities, training for teachers to 

increase their competences, including teachers of humanities, to 

pay attention to the consequences of AI "creativity" [1, 9]. 

The implementation of generative artificial intelligence in 

education is to be associated with increased productivity of 

education entities, increasing innovativeness, and integration 

with tasks related to management, finances or security [2]. 

Hence, it is predicted that thanks to generative artificial 

intelligence, the teacher's work will be more efficient, as it will 

take over the implementation of those activities that can be 

automated (including assessment, checking independence, and 

sending feedback). The time saved can be spent on 

strengthening work with students who require individualization 

(including inspiration or coaching) [13]. AI can also provide 

significant support for the education of people with disabilities, 

excluded due to their deficits [10]. 

The introduction of AI into education raises numerous ethical 

dilemmas that must be considered in the design and 

implementation of these technologies [14]. One of the most 

important aspects is the transparency of the algorithms used in 

teaching processes. AI-based software that assesses student 

progress must be understandable both to users and to those 

responsible for its implementation. The lack of such 

transparency leads to accountability issues, especially when 

systems make decisions based on student progress data, which 

can lead to unfair outcomes. The privacy of student data is 

another issue that requires special attention. As AI collects data 

on students’ progress, preferences and behaviors, the question 

arises as to how this data is stored and who has access to it. 

A fundamental challenge is to protect this information from 

unauthorized access, as well as to ensure that this data is used 

only for educational purposes [15]. UNESCO proposes ethical 

guidelines that emphasize the sustainable and fair use of AI in 

education, emphasizing the importance of responsibility and 

fairness in the development of this technology [16].  

The forecasts consider staff shortages, in the context of AI, 

which can not only support but even replace teachers at the level 

of automatic learning, including adjusting the level of difficulty, 

providing answers and information, or providing feedback [10].  

Putting Chat GPT into general use has opened new challenges 

for universities and the entire educational sphere. The algorithm 

used by generative AI provides immediate answers to the 

questions asked. In this context, "independent learning and the 

previous methods of its verification are a thing of the past. The 

end of essays, written works and all exams near a computer 

connected to the network. The end of classic examination 

methods that reflect the essence of academic learning: 

reasoning, argumentation and deduction. Instead, examination 

methods that remain under strict supervision will become 

necessary: tests in a room without access to the network and oral 

exams." [17, pp. 15-16]. In particular, teachers do not have the 

tools to detect plagiarism or borrowing of text generated by GPT 

chat, because it is often coherent and perhaps written even better 

than a human would do. They are also not ready to track all 

bibliographic entries cited by AI, although some of them may 

not exist [18]. It is necessary to reformulate the approach to 

checking knowledge and examining [19, 20, 21, 22]. 

In the context of rapidly developing AI technology in 

education, a key question concerns the role of teachers in 

modern education. The impact of AI on teaching is still 

controversial, mainly due to concerns that teachers may be 

replaced by algorithms in some tasks. However, AI has the 

greatest potential as a tool supporting teachers, not replacing 

them. Research indicates that AI can help automate routine tasks 

such as grading papers, monitoring student progress, or 

providing personalized feedback, which allows teachers to 

focus more on individual work with students [23, 24]. Teachers 

play an irreplaceable role in shaping soft skills, such as critical 

thinking, empathy, and interpersonal skills, which are not easy 

to replicate by algorithms. The mutual complementation of AI 

and teachers can bring significant benefits to the teaching 

process, but the key challenge will be to properly prepare the 

teaching staff for the effective use of new technologies [25, 26]. 

Personalization of the teaching process using AI is one of the 

most promising changes in higher education. AI enables the 

adaptation of didactic content to the individual needs of each 

student, based on the analysis of their results, learning style and 

progress in real-time. Learning algorithms analyze data 

collected during students' work and create personalized 

recommendations, which allows for the identification of areas 

requiring additional work, as well as for the provision of 

personalized feedback. An example of the application of such 

solutions is the use of AI in creating adaptive tests that adjust 

the level of difficulty of questions to the student's knowledge, 

which allows for a more precise diagnosis of skills [27]. Hence, 

individual learning paths are created, using online methods, 

which can lead to greater independence in selecting the student's 

learning content [28]. Moreover, such systems can support 

students with special educational needs by offering tools 

tailored to their requirements, which promotes integration and 

equalization of educational opportunities. Personalization using 

AI therefore has the potential to make the teaching process more 

effective, flexible and adapted to the diverse needs of students, 

which becomes particularly important in the context of remote 

and hybrid education [29]. The dynamic development of AI and 

its popularization in an increasing number of areas leads to the 

need to include it in curricula at subsequent levels of education, 

in both practical and ethical contexts, to increase social 

awareness of the possible consequences of its applications [30]. 

At the same time, the lack of AI incorporation into education, 

deliberate exclusion from the tools related to it, may reduce 

students' competitiveness on the market, therefore, to counteract 

this, appropriate educational activities should be undertaken as 

part of the study program [31]. 

II. METHOD 

The current sphere of interest of researchers includes learning 

about AI, thanks to AI and with AI [32]. Undertaking research 

relating to the scope of AI use by the academic community is in 

line with current research trends. This thread appeared during 

research on the use of information technology in higher 

education [33, 34], but due to its extensiveness, it was separated 

and described separately. 

The aim of the research was to learn about the experiences 
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and opinions of students and academic teachers employed at 

The Maria Grzegorzewska University in Warsaw, in the scope 

of the use of artificial intelligence in higher education teaching. 

The question was sought “to what extent and in what way do 

students and academic teachers of the APS use AI in their 

studies and work?” 

The diagnostic survey method was used, using an original 

tool - survey questionnaires, addressed to academic teachers and 

students. Open questions were coded. The research was 

conducted from December 2023 to February 2024. 

The survey aimed at academic teachers involved 58 people, 

which is approximately 19% of the employed. The youngest 

person surveyed was 30 years old, and the oldest was 83 (M = 

46.5; Me = 45; Mo = 46). Most respondents were women (50 

people; 86%), and a minority were men (18 people; 14%). Most 

respondents had a doctoral degree (43 people; 74%), 7 people 

had a master's degree (12%), 7 people had a postdoctoral degree 

(12%), and 1 person had the title of professor (2%). The survey 

aimed at students involved 139 people, which is 3.3% of 

students. The youngest person surveyed was 18, and the oldest 

was 55 (M = 24; Me = 22; Mo = 21). Most respondents were 

women (115 people; 83%), with a minority of men (16 people; 

12%) and people who did not want to answer the question about 

gender (8 people; 6%). Most respondents were first-year 

students (54 people; 39%). Second-year students accounted for 

31% (43 people), third-year students 16% (23 people each), 

fourth-year students 8% (11 people) and fifth-year students 6% 

(8 people). More than four-fifths of respondents (114 people; 

82%) were full-time students, and one-fifth (25 people; 18%) 

were part-time students. The survey was completed by one 

person from the Doctoral School. 

III. RESULTS 

Among academic teachers, 36 people declare that they do not 

use artificial intelligence. Among the respondents, there are 

people who very clearly emphasized their disapproval of this 

tool with the words: "It is enough that students use it, I have no 

intention of doing so"; "Suggesting that artificial intelligence 

should be allowed both in the teaching process and in the 

method of verifying knowledge is a very big misunderstanding". 

2 people did not answer this question, two stated that they did 

not know how to answer this question, one stated that they did 

not know how to use it, and one that they were just thinking 

about it. 2 people declared that they had just started working 

with artificial intelligence. Lecturers emphasize that AI has 

enormous potential, although risky at various levels. This is 

illustrated by the statements: "I am only just starting to 

familiarize myself with it, but I see great potential in supporting 

teaching, especially at the conceptual level"; "I am still thinking 

about it. But I am not going to pretend that it is not an attractive 

tool. I am a bit afraid to introduce AI into classes because then 

students will DEFINITELY use it in connection with my 

colleagues' classes. I have some concerns because of others..." 

Among the surveyed students, 79 people declared that they 

do not use AI, 4 people want to learn, 3 people did not answer, 

2 stated that they were afraid of AI, and one - that they were not 

interested in it. The following statements appeared as 

justification for not using AI: "I do not use it, it is not a very 

reliable source - it sometimes makes mistakes"; "I do not use it, 

these various chats scare me"; "I do not use it, but I know that 

the GPT chat is a popular method for preparing papers for 

classes among many students"; "I do not use it, I am against it". 

Among the answers referring to the use of AI in the 

teaching/learning process, there is a clear discrepancy in the 

need to use tools among lecturers and students, which is related 

to the different educational goals set by these two groups. 

Lecturers who use artificial intelligence (AI) mostly use it to 

create or search for teaching materials (11), including: finding 

arguments for group discussions, developing case studies, 

proposing additional materials, preparing a lesson outline, 

structuring the material, looking for ways to make the classes 

more attractive, generating images. 

As part of their work in class (5), they point out the ethical 

dimensions of using AI, generate answers to ad hoc questions, 

ask students to search for information during classes, show the 

possibilities that AI offers, and discuss the credibility of sources. 

In checking knowledge, AI helps in preparing a test (2) and 

checking the linguistic correctness of lesson plans. This is how 

one of the respondents says: "When I'm very tired and I have 

a lot of work ahead of me, I ask ChatGPT to check my lesson 

plans in terms of style and linguistic correctness". 

Apart from teaching, AI is helpful in translation 

(proofreading) (2). 
 

TABLE I 

USAGE OF ARTIFICIAL INTELLIGENCE 

BY LECTURERS 

Usage Number of indications 

Searching or creating 
materials for classes 

11 

Working in class 5 

Checking knowledge 3 

Translations 2 

 

Teachers who use AI in their work emphasize the importance 

of keeping up with changes in technology "I think it is worth 

paying attention to the development of AI and related tools, 

because the (r)evolution of AI will soon change the face of all 

education quite radically and we should not be left behind, i.e. 

not be able to use it and use it for our didactic purposes!" and 

preparing students for the skills of working with AI "I believe 

that students should undergo mandatory training in the ethical 

use of GPT and AI chats". Students use AI in the learning 

process, primarily for research and new inspirations. 
 

TABLE II 
USAGE OF ARTIFICIAL INTELLIGENCE 

BY STUDENTS 

Usage Number of indications 

Searching for information, 

inspiration, materials 
45 

Simplifying/correcting work 17 

Creating new materials 12 

Other 7 

 

Among the 50 students who use AI, 43 use it to search for: 

information (15), inspiration (6), questions and answers (5), 

problem-solving (3), as well as to check knowledge (3), explain 

concepts (3), find articles (2), ideas (2), examples (2) and 
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lectures, databases, other points of view, bibliographies. 

19 people use AI to simplify their work or correct it. They 

summarize long texts (4), paraphrase (3), find errors (2), 

develop issues (2), use synonyms (2), translate texts, solve 

simple language tasks, develop exam topics, and substantively 

improve texts. 

12 people create new materials using AI: work plans (3), lists 

of the most important information (2), presentations (2), written 

works (2), graphics (2) and book reviews. 

Among other answers (7), there were: for learning (2) and 

discussion, support, colloquium, and notes. 

Students, commenting on the use of AI, noticed its 

shortcomings: "I constantly ask questions to the GPT Chat, but 

it has many shortcomings, so I try to check every piece of 

information acquired there, I ask for verification of the 

credibility of the data, expansion of given issues. In short, it 

allows me to get an outline or directs me to where I could look 

for further information/on what topic. It is never a reliable 

source. When asked many times to confirm the authenticity of 

sources, he corrected himself that such "do not exist". This is a 

flaw of the tool, which requires critical thinking and the risk of 

errors "If a person uses such possibilities in an incompetent way, 

it can lead to low quality of works/content, etc.". But they also 

notice that AI makes their work easier "Sometimes I ask 

artificial intelligence to help me shorten my several-page notes 

into a note that will list things from point to point. I only do it to 

save time." 

IV. DISCUSSION 

The analyzed results show that the respondents identify 

artificial intelligence narrowly as Chat GPT, ignoring its other 

categories. At the same time, both in the group of lecturers and 

students, there is a large group of people who do not use and 

declare that they will not use AI, considering this tool dangerous 

and undesirable in education. The statements of this part of the 

respondents are laced with emotions that can be explained as an 

expression of broader concerns, which refer, among others, to 

the fact that AI will learn faster than humans and will soon 

exceed the capabilities of humans, posing an existential threat 

to them. More immediate threats also remain, such as potential 

job loss (including the replacement of teachers by AI [35], 

exposing people to manipulation, using their image or user-

created works, falsifying information (hallucinations) and 

leading to erroneous conclusions, exposure to deepfakes in 

private, professional and political life, etc. [36] and in terms of 

data security, privacy, erroneous results considered correct, 

including those that reinforce stereotypes and prejudices, 

plagiarism [35], and the lack of effective tools to deal with it 

[37]. These are phenomena that may discourage people from 

attempting to incorporate AI into their teaching/learning 

activities. These concerns are consistent with the broader 

discussion in the literature on the risks associated with the 

misuse of AI in education [26, 27]. These concerns may also 

result from a lack of understanding of the technology and its 

potential benefits. As emphasized by Holstein, McLaren and 

Aleven (2022), a key challenge for implementing AI in 

education is preparing teachers to use these tools and 

eliminating the fear of technology. The results of the study 

suggest that for some lecturers AI may be perceived as too risky, 

which may lead to a delay in its adoption. In this context, 

educational institutions need to invest in training in the ethical 

and effective use of AI, in accordance with UNESCO 

recommendations (2021). There is also a need for 

methodological guidelines for teachers, which will allow them 

to incorporate AI appropriately into their classes [38]. The use 

of AI in research work should be included in the education 

process of doctoral students, as until recently they did not 

declare it as a key competence in the field of ITC [39]. 

However, forecasts of further technological development 

emphasize that among the skills that will soon be desired in 

employees are both the ability to think creatively and 

analytically, as well as competences related to the use of 

technology, in particular, flexibility in adapting to automation 

and artificial intelligence [40]. Therefore, the very scope of 

teachers' and students' declarations regarding the ways and 

purposes of using AI is not surprising. AI is a tool for searching 

for information and inspiration, creating materials, including 

graphic materials, simplifying and correcting texts, enriching 

work in classes, and checking students' progress. What is 

surprising is the fact that lecturers do not take actions using AI 

more broadly, particularly in individualizing the process of their 

own and students' education [11]. Studies show that students of 

social sciences and humanities have a less positive attitude 

towards AI, compared to students of science [41]. At the same 

time, however, some students are interested in using AI 

capabilities, especially in the context of facilitating or 

accelerating work. The responses of The Maria Grzegorzewska 

University students regarding the tasks they notice and perform 

with the GPT chat are consistent with the declarations of 

students from other universities, in particular, there is 

a declaration of searching for information, shortening or 

paraphrasing, and creating work plans [42]. 

Currently, reports indicate that AI should not completely 

replace teachers, as they are responsible for the scope of its use, 

including ethical issues, safety or actual benefits associated with 

AI in education [9]. The introduction of legal solutions by the 

European Parliament in March 2024 allows for the development 

of AI but also limits its use in areas that are potentially 

dangerous to people (e.g. in the field of subliminal influences, 

assessment of citizens - social scoring) [43]. 

Education is a space in which dangers are particularly 

noticeable in the field of ethics of using AI and limitations of 

interpersonal relations, its availability mainly to educated 

people and from wealthier countries [9] or succumbing to 

a passing fashion, which may only seemingly increase the 

effectiveness of education. Especially with the awareness that 

technologies change very quickly, research on their importance 

for education is often financed by companies that produce 

specific technological solutions, and although technology 

provides support for education, it also excludes many people 

[9].  

An important direction of further research should be to deepen 

the analysis of attitudes and concerns related to AI in education, 

especially in the context of ethics and sustainable development 

of technology. There is a need to study how AI affects 
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interpersonal relationships in education and what the long-term 

effects of its implementation may be, not only for the teaching 

process but also for the development of students' social and 

emotional competences. Therefore, it is important that future 

research also considers the psychological and sociological 

aspects related to the introduction of AI to education, especially 

in the context of changes in the structure of the labor market and 

the evolution of professional competences. Another direction of 

research may be an in-depth analysis of methods of 

implementing AI inclusively, considering the needs of various 

social groups, in particular people who are digitally excluded or 

come from less privileged backgrounds. UNESCO research 

(2023) emphasizes that AI in education may contribute to 

deepening inequalities if appropriate support mechanisms are 

not implemented. An important area of research may also be the 

analysis of the impact of legal regulations, such as those 

introduced by the European Parliament, on the development and 

implementation of AI in educational systems.  

In summary, further research should focus on opportunities 

and threats for universities [23], including education and the 

development of competences related to the use of AI, analysis 

of ethical aspects of its use, and development of strategies that 

will enable sustainable and responsible implementation of AI in 

education. The threats related to the abuse of AI by students, 

such as generating term papers or diploma theses, are real. Clear 

positions of universities and legal regulations in this area are 

needed, as well as appropriate tools to detect similar violations 

of academic integrity. On the other hand, AI support should not 

be abandoned, but its use in supporting the educational process 

should be developed. This requires competences, both among 

lecturers and students, the development of which should be the 

subject of the university's interest, and which should be 

introduced into the scope of education related to information 

technologies at the earliest stages of education. AI changes the 

teaching and learning process, so research is needed to reveal 

the impact of AI use on such features as independence, critical 

thinking or the ability to solve problems by people using it. The 

impact of the dynamically developing AI industry on education 

in a broad sense should be closely monitored. 

V. LIMITATIONS 

It should be noted that the dynamics associated with the use 

of AI are very high, therefore the presented results have 

informational value, but if the research is repeated – it is 

possible to obtain completely different answers, due to the 

increasing popularity of generative AI.  
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