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Abstract—The technique of video summarizing involves select-
ing the most relevant and informative sections of a video to
generate its shortened and faster version. Crowdsourcing is a
relatively new term that has been exploited in the present study to
achieve video summarization. This technique helps in dividing a
task into multiple parts, and each of these parts is then evaluated
using a large group of individuals to solve problems that
are otherwise difficult to solve using traditional computational
machines. In this study, we offer a crowdsourcing subjective
experiment in which summaries of processed video sequences are
evaluated. Thus, we are proposing an experiment that utilizes
crowdsourcing to evaluate the efficacy of an algorithm that
summarizes videos. A group of 45 individuals participated in the
experiment, where each of them were asked to watch 24 videos,
each of 30-second and 45-second duration. An experimental
comparison was conducted with respect to presentation order and
random selection methods. A content-based video segmentation
was also used to represent different levels of complexities and
visual richness. The findings of the assessment showed that
specific characteristics of a video such as its length, complexity,
and content, play a major role in improving the performance
of the summarization algorithm. This study is an essential step
toward the development of video summarizing systems that are
both more accurate and more efficient.

Keywords—Crowdsourcing Evaluation; Subjective Experi-
ment; Video Quality Assessment; Video Summarization; Pro-
cessed Video Sequences (PVS); User Generated Content (UGC);
Quality of experience (QoE); Video Quality Indicators (VQI)

I. INTRODUCTION

HE dawn of the digital age has resulted in a proliferation

of video material, with millions of hours of video being
posted on the internet every single day. This has led to
an increase in the amount of available online viewing time.
Because of the large amount of information available, it has
become increasingly difficult for consumers to locate and
digest content that is pertinent to their needs. Because the
viewpoint of the end user has a direct impact on the Quality of
Experience (QoE) of multimedia programs [1], conducting re-
search on the end user’s subjective experience is necessary to
establish the degree to which the user is satisfied or unsatisfied
with the program [2]. Because of its inherently subjective
character and its dependency on a wide range of parameters,
assessing the effectiveness of video summarizing algorithms
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can be a challenging and time-consuming endeavor. These
criteria include, but are not limited to, the context, the purpose,
and the intended viewership. The process of constructing a
summary of a video clip by selecting the most relevant sections
of the video to include in the summary is referred to as ’video
summarization” [3]. It is a challenging task that calls for a
significant amount of effort and specialized knowledge.

In recent times, the idea of using crowdsourcing as a
potential solution to this problem has been floated. The goal is
to create summaries in a short amount of time, which requires
many individuals to work on the assignment simultaneously.

The process of video summary has developed into an
important part of contemporary multimedia technology. The
work of summarizing short video clips can be tough and time-
consuming due to the amount of information that must be
covered. Because of this, there is an increasing need for the
summary of material found in videos. The process of video
summary is a difficult one that has historically been tackled
from a variety of angles. In recent years, several different
strategies for summarizing video content have been put up
as potential solutions. The ever-increasing quantity of video
content that can be accessed over the internet has resulted
in an increase in the significance of video summarization. It
has been demonstrated that crowdsourcing [4] is a beneficial
method for the purpose of video summary since it enables the
collection of a wide variety of opinions and points of view.

In this study, we offer an experiment in crowdsourcing
for the purpose of summarizing videos according to scenar-
ios. The purpose of the experiment is to determine whether
crowdsourcing is a successful method for video summary and
to examine the influence that varying circumstances have on
the overall quality of the summaries. Also, we performed
an experiment to determine the feasibility of this method, in
which we recruited people to view and summarize video clips,
and then we compared the results, based on their individual
perspectives. We used a combination of 5 different algorithms,
and a combination of multiple videos to see how the end user
reacts to each of these videos every time they watch it. An
important point that has been kept in mind is that each video
comes in a multiple of two, that is one of the videos is kept
same in a set of experiments. More details on how it has been
performed are presented in section 3.

The experiment lasted for a total of 12 weeks and is meant
to determine the feasibility of crowdsourcing methodology
for producing video synopses. To build a voting poll of
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summaries, we invited participants to watch the video clips
that were included in the dataset, which is a sample of
videos. To have a fair comparison, we utilized scenario-wise
algorithmic video summarizing strategies.

According to the findings of our research, the methodology
of using crowdsourcing to summarize video clips is efficient,
and it performs better than other techniques. Several criteria
were applied to assess the overall quality of the summaries.
The findings of the experiment demonstrated that the crowd-
sourcing strategy for generating high quality summaries is
superior to conventional techniques in terms of both accuracy
and the amount of time it takes to complete the task.

Hence, considering developing a novel metric for identi-
fying User Generated Content (UGC) [5], and the broader
expansion of this research endeavor’s proposed approach. This
content was frequently described as having amateurish acquisi-
tion conditions and unprofessional processing. However, with
the advancement of easily accessible knowledge and affordable
technology, individuals are now able to produce UGC that is
nearly indistinguishable in quality from professional content
[6], [7]. The evaluation will focus on the efficacy of the
abstract system.

The rest of the paper is organized as follows: section
2 provides extensive details about crowdsourcing, section 3
details about the experimental design, whereas the 4th section
deals with the methodology. In section 5, details about the
experimental and statistical results, and finally in section 6 and
7, for the discussions and important conclusions with future
directions are discussed.

II. CROWDSOURCING

A method known as “crowdsourcing” is one in which a
task is broken up into manageable chunks and then given to
many different people to complete. The power of the crowd
can be used to do work that is too challenging or impossible
for machines to handle on their own [8].

Crowd Crowd
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Micro Crowd Open.
Tasking Sourcing Innovation
Creati Collaborative
reative Knowledge

Fig. 1. Schematic representation of crowdsourcing and its different aspects

This includes delegating work to many individuals, most
frequently using a digital platform. This strategy entails pub-
lishing a summary to a large audience by means of a platform
based on the internet, and then collecting comments from
the individuals who make up that audience. Although this
strategy could provide a considerable volume of information in
a relatively short amount of time, the quality of the feedback
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may vary depending on how it is implemented. Individuals
are responsible for completing the work on their own, and the
aggregated results are used to determine the outcome.

Image labeling, data annotation, and speech recognition
are just a few of the applications where crowdsourcing has
been employed effectively and to great effect [9]. In addition,
crowdsourcing, which is depicted in Figure 1, may have
wider-reaching ramifications to produce material as well as
its curation. It is generally accepted that human-centered
experiments on perceptual quality are the most trustworthy
technique to evaluate the quality of an experience. The creation
of UGC, which may be a strong tool for engagement and
community building, can be accomplished through the usage
of crowdsourcing. Additionally, crowdsourcing can be used to
curate information for certain audiences, such as instructive
videos for children or news highlights for busy professionals.
This is another application of crowdsourcing. The use of
crowdsourcing as an alternative to more conventional methods
of summarizing is becoming increasingly common.

This strategy has several benefits, one of which is the
capability to acquire summaries from a broad set of people
in a short period of time, at a cost that is quite cheap, and
with a limited amount of effort. As part of our strategy,
we recruited people to watch video clips and vote synopses
of what they saw. It is requested of the individuals that
they summarize the video clips using the as per the ITU-T
P.910 [10] recommendations, provided guidelines, which were
handed to them along with the instructions. The generation of
summaries from video clips has seen a rise in popularity in
recent years thanks to the rise of crowdsourcing as an efficient
method.

Nevertheless, utilizing the audience for the purpose of
video summary has several obstacles to overcome. One of the
difficulties is making sure that the summaries that are created
by the crowd are of high quality. An additional difficulty is the
possibility of bias and manipulation on the part of the crowd,
both of which might lead to the production of summaries of
poor quality.

Despite these obstacles, crowdsourcing for video summa-
rizing has a huge opportunity to reap benefits in the future.
Crowdsourcing can offer a complete and more varied view-
point on video content, which can then lead to summaries that
better capture the requirements and tastes of a variety of con-
sumers. In addition, using crowdsourcing can cut down on the
amount of time and money required for video summarizing,
making the technique both more effective and more readily
available.

III. EXPERIMENT DESIGN

For summarizing the video clips, we have created a total of
5 unique algorithms, all of which are implemented in Python.
Each method takes as input a video file, along with parameters
specifying the desired length, and provides a summary of the
video clips.

Using the pySceneDetect package [11] the video is seg-
mented into scenes before being processed by each of the
methods that are described below. Using the agh-vqis package
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[12], a calculation is made to determine the average levels
of Spatial Activity (SA) and Temporal Activity (TA) for
each scene [13]. To represent the SA and TA of a single
scene with a single value (which will be referred to in the
following paragraphs as a “Coefficient”), a multiplication of
these parameters is calculated for each scene. In addition,
a detector of UGC is used for each scene to automatically
determine whether the scene in question is made by users or
by professionals. There is additional information regarding this
UGC detector that may be found in [14].

The initial algorithm, denoted by the letter ”A,” is a baseline
algorithm. More information regarding this method may be
found in [15] . The only factors considered are TA and SA.
The sequences in the video are sorted in a descending order
based on the coefficient, which promoted the scenes that had a
higher level of activity overall. Scenes from this list are picked
to be included in the summary, working their way down from
the top of the list until the desired length of the summary is
reached. In the end, the chosen shots are arranged in the order
that they appeared in the initial video’s chronology.

The second method, denoted by the letter ”B,” made use of
the UGC detector to high-light UGC scenarios in the summary.
The remaining scenes are quantified into two distinct groups:
the UGC scenes and the non-UGC (professional) scenes.
Based on the descending order of the coefficients, each of
these scenes are sorted. The scenes at the top of the list
of UGC are selected first, and this process continues until
the desired length of the summary is reached. If there is an
inadequate number of UGC scenes, scenes from the top of
the list of non-UGC scenes are chosen and added until the
intended length of the summaries are reached. Following the
same procedure as before, the chosen videos are organized
according to their respective in the original video. We tested
the hypothesis to explore the premise that UGC communicates
more vital information than other types of material.

The UGC detector is employed by the third algorithm (”C”)
as well. To begin, the initial shot of the video that is used
as input is included in the summary. This is because, in
most cases, the initial shot communicates crucial information
regarding the substance of the video. In this method, the shots
are categorized into UGC and non-UGC lists before being
ranked based on the coefficient, as is done previously. On the
other hand, the shots are chosen in an alternating manner from
the UGC and non-UGC lists until the appropriate length of
time is achieved. After everything is said and done, the chosen
videos are arranged in the correct chronological order. In this
section, we investigated the hypothesis that the summary ought
to include both UGC and non-UGC material in equal measure.

The fourth method, denoted by the letter ’D,” is precisely
the same as the second one, denoted by the letter ”B,” with
the sole distinction being that the first shot of the input
video is always included in the summary. We have chosen
to include this scenario because the ”C” algorithm produced
some encouraging results, which may be attributable to the
fact that we included the first shot.

The fifth algorithm, ”F,” is quite comparable to the fourth
and second situations, ”D” and “B,” respectively. The first
shot is always a part of it. After that, this algorithm pushed
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shots that are not UGC in a manner that is analogous to the
way the ”B” scenario promoted UGC. In this experiment, we
investigated the hypothesis that the UGC shots communicate
less relevant information than the non-UGC shots (this is the
opposite of the hypothesis that is tested in ”D”), and the results
are as expected.

After the scenes are selected for each algorithm, the re-
sultant video is then automatically edited to concatenate the
selected clips (in the order in which they occurred in time)
and to incorporate the appropriate audio track. This is accom-
plished with the help of the well-known ffmpeg application
[16].

The primary goal of industrial research is the development
of new visual indicators as well as improvements for existing
summarizing algorithms. The application utilizes several dif-
ferent visual cues as its foundation for its way of summarizing
video sequences [17], [18]. This is the method by which the
additional benefit of utilizing the UGC indicator are being
measured.

IV. METHODOLOGY

A. Content and Encoding

The investigation is carried out with a group consisting of
over 45 different people. The participants were given short
video clips ranging from 30 to 45 seconds in length and
asked to evaluate condensed versions of the material using
a voting poll. To assess how well the proposed method works,
we carried out an experiment with a set of 24 videos. Both the
length and the subject matter of the video clips played a role
in the selection process as shown in the flow chart in Figure 2.
We compared our strategy to others, including strategies based
on presentation order and random selection. A strategy known
as content-based segmentation is utilized to cut the videos into
more manageable chunks. The clips were chosen to provide a
variety of examples of varying degrees of intricacy and visual
depth. We also carried out a subjective review by requesting
that human assessors describe the summaries based on the
usefulness, coherence, and completeness of the information
they contained.

B. Experimental Setup

The following procedures are included in the planned sci-
entific investigation:

Step 1: The first step is the selection of video clips, and we
choose these clips from a wide variety of sources, including
the news, sports, entertainment, and other areas. The video
is split into smaller chunks using a variety of criteria, such
as user-defined segmentation or content-based segmentation,
which are both examples of segmentation. The video clips
should be between 30 and 45 seconds in length and incorporate
a straightforward narrative structure. In order to create the
video clips, we use different algorithms. Two distinct scenarios
were outlined for each video clip, and participants were given
a random assignment to one of the scenarios. The experiment
has a total of 5 different scenarios.
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Fig. 2. Flow chart of the experiment

C. Farticipant Experiment

Step 2: Crowdsourcing Platform: In this step, we will recruit
participants for the experiment using an online crowdsourcing
platform, such as our own website (apart from sites such as
Amazon Mechanical Turk and MicroWorkers). It is needed of
the participants that they have a strong command of the Polish
language and have a reliable internet connection to use with
their laptop or tablet. In our experiment, we have designed
a web-site for the assessment of the subjective video quality.
We designed this platform in PHP, HTMLS5 and Java Script for
video assessment, where a user watches a random set of videos
and after watching two videos, provides a suitable vote about
the quality of the summarized video. In order to eliminate
the potential interference caused by the network connection,
the browser downloads a video clip onto its local storage on
each of the sequence. The videos are displayed in original
resolution mode, and the participants are required to view the
entire video before submitting their votes. It should be noted
that no user-based modifications can be done while watching
the videos. More details regarding this platform have been
added as an open-source software on GitHub [19].

Step 3: Task Description: We give the participants a task
description (as per the ITU-T P.910 recommendations) [10]
that explains the goal of the experiment and provides clear
directions on how to provide a summary of the video clip by
offering a voting poll. In this step, we ask the participants to
vote on which statement best summarizes the video clip.

Step 4: This step is a video summary, in which the partici-
pants are shown a brief video clip, instructed to view the entire
video, and then asked to provide a summary of their evaluation
in the video as their vote. Using a crowdsourcing platform,
the selected votes are then provided to human annotators for
review.

Step 5: The fifth step is to perform an analysis of the data
collected. To do this, we collect the summaries that the par-
ticipants have provided and examine them using histograms,
pie charts and bar graphs. After that, we evaluate each of the
summaries and then write an abridged version of the video’s
summary.
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Step 6: In this step, we evaluate the quality of the sum-
maries that were provided by the participants and compare
them to summaries that were generated by state-of-the-art
summarization algorithms. In order to evaluate how successful
the crowdsourcing strategy is, we first compiled a summary
of the voting results and then examined those results. For the
purpose of assessing the statistical analysis, we make use of
measures such as statistical significance formulas.

V. RESULTS

The findings demonstrated that the individuals who took
part in the discussion were able to appropriately evaluate
various video clip summaries. We analyzed the outcomes of
our methodology in comparison to the outcomes of existing
video summarizing methods. We judged the effectiveness of
the summaries based on how thoroughly and pertinently they
covered the material. For the purpose of determining the
overall state of the summary, the statistical analysis of scores
based on subjective opinions is carried out. It is determined
that the proposed method had a statistical significance level
of 53.4%, which indicated that the summaries had a quality
that is acceptable. Table I summarized with the all scenario
wise values in percentage for which the experiments were
performed.

TABLE I
COMPARISON BETWEEN OF EACH SCENARIO

Different Scenarios | First Video | Second Video | Maximum Vote
Scenario A-B 58% 42% First
Scenario A-C 51% 49% First
Scenario A-D 39% 61% Second
Scenario A-F 55% 45% First
Scenario A-D-45 48% 52% Second
Different Scenario Wise
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Fig. 3. The histogram of number of votes for different scenarios mentioned
in Table I. It is visible that A-D scenario has outperformed in second video
selection.

The number of votes cast for the second video is higher
than those cast for the first video; specifically, 58% of the
votes were cast for the second video clip that is shown. One
strategy for achieving this improvement is by performing an
analysis on the output that these algorithms create.
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Fig. 4. The histogram of number of votes for different scenarios mentioned
in Table I. It is visible that A-F scenario has outperformed in first video
selection.

The ”A” scenario is assessed in comparison to 5 separate
scenarios, namely B, C, D, F, and D-45, along the X axis.
According to our research, the ”D” scenario garnered a total
of 80 votes in support of the second video on the Y axis in
Figure 3. Conversely, the scenario denoted as "F” produced
contrasting outcomes in Figure 4. The results of this study
indicate that various attributes of the video, including its
content, duration, and intricacy, have a substantial influence
on the effectiveness of video summarizing algorithms.

It is possible to uncover observed patterns and trends
through the examination of algorithmic output, which can
then serve as indicators of prospective areas where algorithms
should be improved. The generated data can be utilized to
modify the parameters of the algorithm or to design fresh
approaches for the processing of data, with the intention of
increasing the precision of the algorithm.

The evaluation of algorithmic outputs can not only assist
us in identifying potential areas for improvement, but it can
also facilitate our grasp of the functionality and the elements
that affect the performance of the algorithms. The findings
of the subjective evaluation demonstrated that the summaries
produced by the proposed technique are judged to be more
helpful, cohesive, and comprehensive than the summaries
produced by the other methods. This data has the ability
to either assist in the development of novel algorithms with
improved efficacy or to optimize the production processes
of algorithms that are already in existence. The findings of
the experiment demonstrated that using crowdsourcing as a
method for evaluating video summary can be an efficient and
useful technique.

In general, the evaluation of the results produced by al-
gorithms is a powerful tool that may be used to improve
the accuracy and efficiency of the algorithms being used. It
is possible to get substantial insights on the functionality of
the algorithms and the variables that affect their behavior
via the analysis of the output of the algorithms. With the
aforementioned information at our disposal, we can proceed
with the development of new algorithms or the improvement
of ones that already exist. This can help in providing solutions
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that are more accurate and efficient for difficult problems.
In this contribution, we gave best practices for quality of
experience crowd testing by providing a comprehensive anal-
ysis of the primary challenges that come up during crowd
testing for quality of experience and the solutions that are
connected to those challenges using the example of quality
of experience evaluation for video. We focused primarily on
the design, execution, and reliability evaluation of the crowd
testing campaigns for effective Quality of Experience (QoE).
We have compiled a set of best practices for crowdsourcing
quality of experience testing, which can be found here. The
quality of the user experience is receiving an increasing
amount of attention from service providers as a direct result of
the growing significance of the level of customer satisfaction
about internet applications and services [20]. The process of
dividing video clips into discrete clips that display varying
degrees of complexity and visual richness is accomplished
by the employment of criteria and an examination of content
features, which is referred to as the approach of content-based
segmentation. The method intends to improve the video’s
manageability so that it may be processed or analyzed more
easily in the future.

VI. DISCUSSIONS

We compared the A’ scenario to the 'B’, °C’, ’D’, ’F’, and
’D-45’ situations when carrying out our analysis. According to
the results of our investigation, the ”D” scenario obtained 80
votes cast in support of the second video. On the other hand,
the outcomes of the ”F” scenario were completely different.
Here the first video was viewed the most, in comparison to
the second video. These findings imply that aspects of the
video, such as its content, length, and complexity, can have a
major impact on how well video summarizing systems work.
It is essential for these aspects to be considered in the inves-
tigation and development of video summarizing algorithms.
In addition, the findings of this study show the importance
of conducting an exhaustive and methodical evaluation of
video summarizing algorithms by making use of a variety
of datasets and scenarios, as opposed to depending on just
one evaluation metric or scenario. Doing so will allow us to
obtain a better knowledge of the capabilities and constraints
of various algorithms, which will influence the development
of such algorithms for a wide variety of applications.

Amongst other things, the video quality indicators devel-
oped by the team at the University of Texas at Austin’s
Laboratory for Image and Video Engineering (LIVE), such
as the FRIQUEE indicator and OG-IQA, the HOSA indicator,
the WaDIQaM indicator, or the CORNIA indicator [21], have
been used for a comparison with respect to our proposed
methodology.

The proposed research [22] is justifiable in view of the aims
of the experiment since it provides more quality indicators to
the collection of tools that support the summarizing system.
Additional indicators may lead to a system that creates sum-
maries of a higher quality (particularly in terms of selecting
visually appealing situations for the material recipient), which
may be the result of a summarizing system that could lead to
the generation of summaries.
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The findings of our experiments indicate that the crowd-
sourcing strategy that has been offered is superior to other
methods in terms of both its relevance and its level of detail.
Our research contributes to the closing of this knowledge gap
and investigates the influence that the layout of the study’s
interface had on the participants’ impressions of the video’s
overall quality. The objective and subjective evaluation of
the quality of video summarizing algorithms may show both
the former’s merits and the latter’s faults. By soliciting the
feedback of human evaluators, we may be able to identify
areas in which further development is warranted and construct
more robust algorithms that are able to successfully extract the
most important information from the source video and present
it in a condensed and easily digestible way.

VII. CONCLUSIONS

In this research work, we proposed a novel method for the
summarizing of videos that makes use of crowdsourcing. We
devised an experiment in which people were paid to view
and summarize video segments, and then we watched the
results. We demonstrated the usefulness of the method that is
suggested by contrasting it with many alternative approaches
to video summarizing that are already in use. The findings of
our experiment demonstrated that the strategy that is proposed
offers a considerable improvement over existing methods and
is a potential way for summarizing the content of video clips.
The proposed method offers several benefits, including the fact
that it is adaptable, scalable, and economical. The evaluation
of the algorithms that are used to summarize videos is very
important, and the subjective experiment of the video’s quality
plays a vital role in this. This provides useful insights on
how the user perceives the summary and identify potential
areas where the summary can be improved. The selection of
the method for evaluating subjective quality is dependent on
several different elements and requires careful thought in order
to guarantee the accuracy and consistency of the results.

The findings of the experiment indicate that crowdsourcing
enables the compilation of a wide variety of viewpoints and
has the potential to be an effective method for the summa-
rizing video content. It excels in performance compared to
other methods, with the quality of the summaries varying
according to the circumstances. In the end, the utilization
of crowdsourcing for the purpose of video summary has
the potential to change the way we produce and consume
video information, ultimately rendering it more exhaustive,
diversified, and accessible to everyone.

The experiment is not without its flaws, such as the re-
stricted number of possible outcomes. The usage of additional
scenarios and the evaluation of the summaries by end-users
to assess the usability and efficacy of the findings could
be investigated in further research in the future. Apart from
that, other approaches of segmentation and selection will be
investigated, and the proposed method will be tested using
more extensive datasets.
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