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Automatic questions generation based on keywords
using language models

Tomasz Gniazdowski, Marek Bazan, and Maciej E. Marchwiany

Abstract—In this paper, we presented a novel method for
question generation, one of the most impactful NLP tasks in
contacts of user interfaces, chatbots and intelligent assistants
with a user. Our method outperforms commonly used methods in
terms of quality and speed of question generation. Additionally,
we benchmarked the most used methods of question generation
that are based on the usage of Large Language Models in a few-
shot approach as well as finetuned to that task. Our work is done
for the Polish language, it has one of the most challenging and
complex grammars, which makes the task even more difficult.

Keywords—question generation; finetuned Large Language
Models; generative AI; Bart; PLT5; Llama; Bielik

I. INTRODUCTION

QUESTION generation is a key component of user support
automatization, robotic assistants, and chatbots. Despite

the wide range of applications, the task has not yet been
fully addressed in the literature and the artificial intelligence
community. The question generation as a natural language
processing (NLP) task may be approached in two ways.
The first is a process of building questions for information
extraction from a long text. The second relies on creating a
question based on keywords or descriptions of a text.

In this paper, we focus on the latter understanding of the
question generation task, i.e. given a description of a datafield,
a name of the data field or some other short abbreviation
only to construct the most probable question about the data
field. Usually, such data fields can be found in graphical user
interfaces, and the generated questions are used to interrogate
users about the data fields in a sensible way.

The goal of this paper is to investigate the existing State
Of The Art open-source Large Language Models (LLMs),
such as: Llama with zero/few-shot prompting and finetuning
procedures and Bielik - Polish Large Language Model in a
zero/few-shot approach, and compare them with our original
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method. Moreover, knowledge graphs are also used in the
given task [1], but this approach does not increase the effi-
ciency of question generation.

In this paper we proposed a novel Rule-Based algorithm
enhanced with encoder-decoder Language Model, such as T5
or BART, for question generation. All investigated methods
are based on the name of the data fields, keywords, or a text
description.

Our results are significant for chatbot development. The
presented algorithm may be used for the question construction
for mandatory data fields that were missed by LLMs or were
absent in the bulk text provided by the user. The Rule-Based
method has several advantages over LLMs and knowledge
graphs. The first one is the certainty and flexibility of Rule-
Based methods. The content of the generated question is
determined by the proposed rules and it will always be the
same - no inaccuracies or ambiguities will be introduced
(e.g. change of verb tense, change of verb mood, change
of modal verb, etc.). The second advantage is flexibility and
ease of adding new rules or topics’ extension - no training
of any models is required, which is both time and cost
efficient. The third advantage is the speed of the proposed
method (Rule-Based methods are the fastest solutions) and
resource consumption (these methods do not require large
hardware resources). Our conclusion has been tested in real-
life examples. The solution was implemented in production in
the JT Weston’s NEULA software. Furthermore, we observed
that the listed advantages of our method are crucial for the
success of commercial implementation of question generation
methods. Our experience shows that it is especially important
for automated systems, where speed and reliability must be
on the highest level. In that case, LLM-based methods (even
expanded by knowledge graphs) are not good enough.

The complexity of the problem arises from its generality.
The solution algorithm should be easy to extend to work on
fields concerning various subjects. In addition, the solution
should be configurable in the same way as the forms them-
selves. Moreover, the form of questions should be configurable
depending on the needs of the users.

To our knowledge, such a task has not been considered in
the literature before for the Polish language. Although many
question generation algorithms have been investigated, they
are dedicated for English only. One of the examples where
some rules to create questions starting from what or who are
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presented in [2] in the context of semantic role labeling task
and name entity recognition.

The problem’s difficulty increases because the main inves-
tigated language is Polish. It should be emphasized that the
Polish language is characterized by the complicated flexion
system, which covers both nouns, adjectives, and verbs. This
fact generates the need for one additional step along the
question formation: grammar correction.

To provide the naturalness of generated questions, the
proposed algorithm has to be creative and, at the same time, it
cannot hallucinate. The method proposed in this paper meets
the requirements. We showed its performance on a real dataset
that we published for research purposes [3].

The remainder of the paper is organized as follows. The
second section contains related work found in the literature,
the third chapter is a description of the investigated methods
(LLMs and prompting techniques) followed by the definition
of our novel algorithm. In section 4, we presented an evalua-
tion of models with the dataset and experiment descriptions.
The article concludes with a summary. In the appendix, we
present sets of hyperparameters, comparison of the outputs of
different methods and hallucination evaluation.

II. RELATED WORK

Several surveys on question generation problems were
published recently. The most common approach is keyword
extraction and, based on them, question generation. These
solutions use models: LSTMs, bi-LSTMs and sequence-to-
sequence, such as those based on attention and softmax pointer
mechanisms [4]–[6].

Before transformers, several approaches for question
generation were developed. Most of them include part-of-
speech labeling and the inversion of the resulting tagging. For
instance [7] employed semantic role labeling, slot filling, and
Named Entity Recognition with predefined question templates
to achieve questions that are not just rearranged sentences.

The first generative deep encoder-decoder neural network
model for key phrase extraction was proposed in [8]. The
mentioned model was trained for abstractive-extractive key-
phrase extraction. The encoder-decoder models using a recur-
rent neural network (RNN) were first introduced in [9] and
then enhanced in terms of quality in [4] with the attention
mechanism.

One of the first papers on question generation from key-
words is [10]. In that paper, RNN (with LSTM units) was
proposed as a decoder model to create questions. The method
proposed therein is a baseline for future research. The first to
improve the results was [11].

Recently, knowledge graphs were used to generate diversi-
fied questions in [12].

Automatic question generation for dialogues carried out by
an information chatbot was presented in [13]. The authors
used the T5 model [14] where the input consists of keywords
retrieved from the general query and the context is retrieved
from the predefined answer for a specific query. Then, the
diverse generated questions may be used to train intent detec-
tion models used in chatbots. The SBERT model was used to

measure the similarity of the query and each of the top five
generated questions.

An approach similar to the latter one was presented in [15].
However, only keywords were used as input to a Machine
Transformation Model to generate a well-formed query. The
application of this research is broader since it may also serve
as a question generator for question-answering tasks.

The question generation problem was also resolved in the
context of the improvement of the recruitment process by
chatbots [16]. In this work, a chatbot was used to perform
a screening of a candidate using automatically generated
questions based on the skills reported on the resume of a
candidate. The answers of a candidate were compared with
the automatically generated answers for the questions of the
corresponding passages that were matched to the generated
queries.

Keyword extraction as a tool for question generation mech-
anism to summarize text passages by using questions in
the form of fill-in-the-blank questions and multiple choice
questions generation with a distractor set has been proposed
in [17]. In this publication, the Latent Semantic Analysis
method was used for keyword extraction and was compared
with several other methods to extract keywords from text.

One of the question generation applications is the evaluation
of the knowledge acquired by reading various educational
materials. Such an application was considered in [18] where
such types of autogenerated questions as: fill-up with double
blank questions, True or False questions, match the following
and short answer questions to check the knowledge of the
learners were considered to provide the diversity of testing.
The type of question to be generated was described by four
rules. The method was also based on Latent Semantic Analysis
making use of Name Entity Recognition and Part of Speech
Recognition. This shows that rule-based approaches are still
being developed in practical applications.

Recently, question generation has been considered for con-
structing the dataset containing questions generated in pas-
sages in a set of documents together with the corresponding
answers [19]. This data set may be used to assess chatbots
using LLMs regarding hallucinations in answering questions
concerning medical processes in hospitals. In the dataset,
questions with no answers based on documents were also
generated, and the task of the language models was to detect
such a situation instead of thinking up hallucinated answers.

However, general purpose LLMs cannot be used success-
fully for question generation. Finetuning for the task is re-
quested to improve correctness and eliminate hallucinations.
In the task of finetuning LLMs, the two main methods are:
Adapter [20] and Lora [21].

In the Adapter method, the weights of the original model
are frozen and trainable layers are added in given places in the
finetuning model. In the original version of the method, the
added layers were a simple "bottleneck" architecture consisting
of: a feedforward layer (down-project), a nonlinearity, and a
feedforward layer (up-project). These parameters were added
after the multihead attention block and after the feedforward
layer in the Transformer’s encoder architecture.
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The Lora method also involves adding trainable parameters
to the frozen model’s parameters. These trainable parameters
(e.g. matrix ∆W ) are added to an original, frozen model’s
parameters (e.g. weights W ). Moreover, ∆W parameters are
described using Low-Rank Approximation to reduce memory
usage. Finetuned model’s output for original layer W for the
input data x is calculated as (W +∆W )x.

The most common usage of the LLMs are: zero-shot and
few-shot [22] prompting. The same techniques can be used for
a question generation task. Zero-shot prompting is based on
the generative potential of the model and the knowledge on
which it has been trained on. The zero-shot prompt is simply
a task description. In few-shot prompting, the basic prompt is
expanded with a few examples of expected outcomes.

Another challenge in the question generation task is model
evaluation. In general, as emphasized in [23], two approaches
to evaluate the quality of automatically generated questions
dominate in the literature. The first approach is to generate
questions to answers for known datasets or learning test books.
Then, the exact match defines precision, recall and finally - F1
score. In addition, in the same spirit, the semantic correctness
of the generated questions should be checked in as many
affirmative sentences as possible. The second approach is
based on a comparison of a generated question with a ground
truth question generated by the user using metrics such as
n-gram-based metrics: METEOR [24], BLEU [25], ROUGE
[26] and semantic similarity-based metrics: BERTScore [27]
and BLEURT [28].

We are not aware of any references in the literature specif-
ically addressing the question generation task for the Polish
language.

An important aspect of the use of LLMs in our method is
their trustworthiness and safety. Recently, the subject of the
trustworthiness of LLMs was undertaken in [29] or in [30].
While developing business or mission-critical applications
with the methodology for building questions presented in
this paper, methods to defend against attacks with malicious
keywords or field descriptions [30] may be used. An example
of the methods that can be used to prevent uncontrolled input
and output to and from the LLM was presented recently in
[31] in the context of a critical application.

If we wanted to omit the step of defence against malicious
input and output, then the trustworthiness of the questions is
inherited from the LLM used for generating a question or
for model used for the grammar correction. In the paper [29]
Llama 2 7B is one of the models performing well on such
trustworthiness dimensions as trustfulness, safety, fairness,
robustness and privacy. By performing well, we understand
the fact that it is amongst the eight best models investigated
in 50% or more of tests performed in each dimension – see
Figure 1 therein. Since we use Llama 3 8B we can expect
even better results.

III. PROPOSED METHODS

A. Rule-based method with custom grammar correction model

Together with JT Weston’s business department, a set of
rules was developed responsible for creating the initial version

of a question based on the input keywords. The input for
the developed Rule-Based algorithm was the field type and
its description. Then, from the field description, the question
object was extracted together with the dependent words by
the Spacy framework [32] (root token with its dependencies
in the Spacy nomenclature). In Spacy non-monotonic arc-
eager transition-system [33] and pseudo-projective dependency
transformation [34] algorithms are used in this task. Then,
at the beginning of the extracted text, a question pronoun
was added. The pronoun depended on the type of field and
the question’s object (e.g. "choose from the list" if the field
type was a selection list). At the end of the created question,
additional info was appended (if necessary). The last step
of creation was an improvement of Polish grammar by our
language model.

It needs to be noted that for the Rule-Based algorithm,
it was necessary to prepare specific situations detection that
were not handled by the method. For example, detection and
correction of a word form when the replacement of the form
by the grammar corrector was redundant (for example, from
the singular to the plural of a word in the same case, e.g. "Ala
has a cat." → "Ala has cats."). This case was handled using
the sentence morphological analysis framework: Morfeusz 2
[35].

1) Grammar correction model: The Bart [36] pretrained
model for the Polish language [37] was chosen as the model
for the grammar improver of the text. The choice of this model
was dictated by the fact that the Bart model was trained for
correcting errors in input texts. Our task was similar to the
original one, which made it possible to obtain a smaller loss
function value for the validation dataset (in comparison to the
PLT5 [38] model, which was pretrained on different tasks).

2) Dataset for grammar corrector: For the Polish Bart
model finetuning in the task of improving Polish grammar,
a database has been created. Data preparation was carried
out in a similar way to the solution proposed for the English
language [39]. Declarative sentences and questions containing
from three to fourteen words were extracted from two text
corpora for the Polish language: OpenSubtitles 2018 [40] and
ParaCrawl 5 [41]. Then, all the texts were cleaned: punctuation
marks were removed (only full stops and question marks were
left). Then, all the texts were shuffled and subsampled. In this
way 3 ∗ 105 announcement sentences and 3 ∗ 105 questions
were obtained.

In the dataset, random nouns, verbs, adjectives and adverbs
were reduced to their lemmas with given probabilities. Another
perturbation was the removal of random auxiliary verbs from
the input sentences. The probabilities values were selected to
obtain the data as balanced as possible. The probabilities are
presented in Table IV. Polish Verb Conjugator [42] was used
for improving our model verb conjugation. Random verbs (in
lemma forms) changed their forms to different, random ones.
About 2% of all the texts in our dataset do not require grammar
correction. This was intended to teach the model, that not all
the texts should be modified. Finally, the dataset had more
than 4 ∗ 105 texts divided into training and validation sets (in
ratio 80 : 20 respectively).
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B. One-step method (Polish dataset, PLT5 and Bart)

1) Models: The second proposed solution to the prob-
lem was a one-step method using language models: T5 and
Bart pretrained on the Polish language. These models were
finetuned on our dataset containing pairs (keywords, output
sentence) in the Polish language.

2) Dataset: The dataset of pairs (keywords, output sen-
tences) was created using two corpora for the Polish language:
Polish OpenSubtitles 2018 and ParaCrawl 5. Declarative,
imperative and question sentences containing between three to
fourteen words were extracted from these corpora. The data
was cleaned - hashtags, mentions, hyperlinks and punctuation
marks were removed (full stops, question marks and excla-
mation marks were left). Then all the texts were shuffled and
sampled. From the dataset containing ≈ 5 ∗ 105 sentences
keywords were extracted using three methods: KeyBERT [43],
Multi Rake [44] and TextRank [45].

Pairs with a maximum difference between the number of
keywords and the length of an original sentence equal to 5
were left. These operations resulted in a dataset of ≈ 1.7∗105
texts.

Since, in the dataset, the keywords always had the same
form as the words in the output sentences, errors were added to
the keywords. To obtain differences in keywords and outputs,
random keywords were selected and reduced to the subform
of the lemma (probability values are presented in Table III).
The task was performed using the Spacy framework.

C. One-step method (Polish and English dataset, LLMs)

1) Models: Another approach to the problem was to fine-
tune Large Language Model - Llama 3 Instruct [46] (the
8 billion parameter version) for creating questions based on
given keywords. Again, the created dataset of pairs (keywords,
output sentence) was used. Llama 3 has been finetuned with
Lora and Adapter 2 [47] methods with LitGPT [48] frame-
work.

The finetuning method that obtained the smallest loss func-
tion value on the Polish dataset was also used in finetuning
the model on a dataset in English. Lora method was used in
this task.

2) Datasets: The dataset from the previous section (III-B2)
was used to finetune the models on Polish texts.

The dataset in English was prepared in a similar way. The
sentences from five datasets (Aclmdb [49], Kaggle QA [50],
Simple QA [51], Squad 2 [52], Tweet QA [53] and imperative
sentences from Sentence Classification project [54]) were
extracted and processed. The dataset was created analogously
to III-B2. The final dataset consisted of ≈ 5 ∗ 104 announcing
sentences, ≈ 6 ∗ 104 questions and ≈ 6 ∗ 103 imperative
sentences.

For this method, when inferencing, the text data (in Polish)
was translated into English and then the model response was
translated back into Polish with Google Translator API (with
the usage of Deep Translator package [55]).

During inference, a question pronoun was added to the form
field description at its beginning and additional information
was added at its end (if necessary) for one-step models -

similar to the Rule-Based method, but here, these rules were
much more truncated. The purpose of this was to force a
specific form of the final sentence.

The aim of the one-step methods using smaller (Bart, PLT5)
(139 ∗ 106 and 275 ∗ 106 parameters) and Large (Llama)
(8 ∗ 109 parameters) Language Models was to produce a
correct sentence in Polish (or English) and to improve its
naturalness. The use of large models in sentences generation of
correct questions and imperative sentences aimed to increase
the naturalness of the utterance, which may have been lacking
in a method based on complex rules and a grammar corrector
model.

D. Polish Large Language Model prompting

In addition, the Polish LLM - Bielik 01 Instruct model
[56] (with 7 billion parameters) was prompted to perform the
given task. Two basic prompting methods were used: zero-shot
and few-shot. The content of the used prompts is included in
Appendix.

The flowchart of all the proposed methods is shown in
Figure 1.

IV. EXPERIMENTS

As part of the experiments, all proposed methods for
generating correct sentences based on given keywords were
evaluated on a real-world dataset provided by JT Weston. All
experiments were performed on a computer running on Ubuntu
20.04 with a NVIDIA RTX 4090 GPU with 24 GB of memory.

A. Test Dataset

The test dataset comes from JT Weston’s internal system
applications. It contains 183 pairs from four different processes
(keywords - field description with given question pronoun
and additional info, output sentence - question, imperative or
declarative sentence) in Polish language. The data annotation
process was carried out by independent annotators in collab-
oration with JT Weston’s business department.

B. Training configurations

1) Bart (grammar correction): Pretrained on the Polish
language, the Bart Base model was finetuned. A grid search
of hyperparameters for the learning rate and weight de-
cay values has been performed with the learning rate ∈
{10−6, 10−5, 10−4, 10−3, 10−2}. AdamW [57] optimizer was
used with a weight decay equal to 10−7 and 10−6. The best
result on the validation set was obtained for the model trained
for 9 epochs.

2) Bart and PLT5 (sentence generation based on key-
words): For both models (Bart and PLT5 in base versions),
a grid search of hyperparameters for the learning rate and
weight decay values has been performed with learning rate
∈ {10−6, 10−5, 10−4, 10−3, 10−2}. We used the AdamW op-
timizer with a weight decay equal to 10−7 and 10−6. The best
results were obtained for both models trained for 13 epochs.
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Figure 1. Diagram of the proposed methods for automatic creation of questions based on given keywords (during inference).

3) Llama (sentence generation based on keywords): For
all finetuning methods, same hyperparameter set was used:
AdamW optimizer with an initial learning rate equal to 10−3

and a weight decay equal to 10−2. Moreover, we used linear
warm-up followed by cosine annealing [58] as a learning rate
scheduler. All the models were finetuned for 5 epochs.

C. Evaluation

Five metrics were used to evaluate the models in the
text generation task: ROUGE [26], BLEU [25], BERTScore
[27], BLEURT [28] and METEOR [24]. The hyperparameter
values of the presented models’ response decoding methods
are presented in Table II in the Appendix. An evaluation of
hallucination detection of the tested methods (Bart-greedy,
Llama (Lora)-topk, Llama (Lora EN)-topk+topp, PL LLM
prompting-few shot and Rule-Based-with GC) was also per-
formed. The annotator received 35 random samples - model
input texts and outputs generated by all five methods. The
anotator’s task was to determine whether the generated text
contained hallucinations. The ratio of the number of texts with
hallucinations to these 35 random texts is presented in Table
V.

D. Results

The metrics values obtained for all the experiments per-
formed are presented in Table I. The metric values are also
visualized in Figure 2. The example outputs (in Polish) of
the best-performing algorithms are presented in Appendix E
(Tables VI and VII). During inference of evaluating models,
we used various decoding strategies: greedy, beam search,
topk, topp sampling, which are thoroughly described in section
IIIH in [59]. Used hyperparameters are listed in Table II in
the Appendix.

Rule-Based models outperform all other tested methods in
all metrics. The method achieved ROUGE-1, ROUGE-2 and
ROUGE-L scores of 0.990, 0.975, and 0.990, respectively,

with grammar correction and 0.960, 0.902, and 0.961 without
it. The best language model (Bart-greedy) achieved scores of
0.926, 0.810, and 0.924. A similar pattern is observed across
the rest of the metrics. It is clear that grammar correction
improves the model’s performance for all investigated metrics.
Additionally, in Table I some patterns for language models can
be found. The best decoding strategies are: greedy (for Bart),
topp (for PLT5), topk (for Llama) and topk+topp (for Llama
Lora EN) (topk and topp decoding methods combined). How-
ever, Llama models have variability for different finetuning
and decoding strategies. As expected, few-shot prompting has
better results than zero-shot prompting. The best performing
model is Bart with greedy decoding. Llama finetuned with
the Lora method on the English dataset has the worst results,
which are significantly lower than the other models. The exact
reason for this behavior is described later in the article.

The results obtained for the detection of hallucinations
(presented in Table V) are consistent with those obtained
during the evalution of the model (Table I). Models pretrained
on Polish language (Bielik - prompted using the few-shot
method and Bart - fine-tuned on our dataset) generated the
least texts containing hallucinations. Models pretrained on
English language - Llama, generated the most texts containing
hallucinations. The Rule-Based method, of course, did not
generated hallucinations.

The Rule-Based method obtained the lowest average in-
ference time values. This is, of course, due to the fact that
no language models were used in this method itself (only
language processing and analysis tools such as Spacy and
Morfeusz 2 were used). The mean inference time of the Rule-
Based algorithm together with the grammar correction model
was less than 0.1 seconds per sentence, which allows the
proposed method to be used in real time (which was one
of the business requirements of the method). The inference
time of the PLT5 model was about 0.1 seconds and that of
the Bart model was about 0.05 seconds. This is of course
related to the size of both models - the Bart model has fewer
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Table I
METRIC VALUES OBTAINED IN ALL EXPERIMENTS. IN THE TABLE, THE HIGHEST METRIC VALUE FOR ALL THE METHODS IS MARKED IN BOLD. *MEAN

INFERENCE TIME PER SENTENCE.

method ROUGE-1 ROUGE-2 ROUGE-L BLEU BERTScore BLEURT METEOR Mean time*

PLT5

greedy 0.910 0.800 0.911 0.745 0.979 0.799 0.904 0.1000 s
beam 0.808 0.636 0.808 0.491 0.942 0.565 0.837 0.1413 s
topk 0.910 0.796 0.910 0.741 0.979 0.800 0.903 0.0996 s
topp 0.912 0.802 0.912 0.754 0.979 0.798 0.906 0.1008 s

Bart

greedy 0.926 0.810 0.924 0.780 0.981 0.807 0.924 0.0425 s
beam 0.853 0.674 0.850 0.626 0.956 0.677 0.868 0.0538 s
topk 0.926 0.817 0.923 0.777 0.979 0.786 0.919 0.0411 s
topp 0.927 0.813 0.923 0.770 0.980 0.793 0.921 0.0416 s

Llama topk 0.914 0.790 0.913 0.713 0.976 0.762 0.921 0.8501 s
(Lora) topk+topp 0.914 0.788 0.912 0.706 0.975 0.759 0.921 0.8495 s
Llama topk 0.908 0.820 0.906 0.740 0.973 0.737 0.914 1.3242 s

(Adapter 2) topk+topp 0.892 0.804 0.889 0.721 0.968 0.713 0.900 1.3503 s
Llama topk 0.567 0.285 0.560 0.257 0.869 0.281 0.531 1.7212 s

(Lora, EN) topk+topp 0.569 0.287 0.561 0.256 0.868 0.279 0.535 1.7298 s
PL LLM zero shot 0.883 0.574 0.797 0.499 0.927 0.699 0.839 0.4602 s

prompting few shot 0.850 0.736 0.846 0.654 0.949 0.719 0.833 0.4600 s

Rule-Based without GC 0.960 0.902 0.961 0.873 0.992 0.947 0.953 0.0171 s
with GC 0.990 0.975 0.990 0.964 0.998 0.981 0.986 0.0717 s

parameters. The finetuned Llama models obtained the largest
inference times. This is related to the number of parameters
of these models (8 ∗ 109). The Lora method obtained shorter
inference times because, during the inference of a model
finetuned by this method, the input data do not pass through
the additional parameters (in contrast to the Adapter method).
Long translation times in the method based on Llama finetuned
on English texts exclude this method. The Polish LLM model
(Bielik Instruct) is based on the Mistral model architecture
[60], whose structure allows for much shorter inference times,
despite the large number of parameters - 7 ∗ 109.

E. Justification of using specific LLMs

The Bart model is encoder-decoder model [36]. It has been
chosen as an alternative to T5 model, which was first used for
grammar correction in paper that served us as an inspiration
[39]. The T5-like models are encoder-decoder model, so does
Bart. However T5-like models were pretrained with masked
language modeling as well as the SuperGLUE tasks whereas
Bart was pretrained on a text denoising task which is closer
to a grammar correction task and as suspected better results
were achieved.

Concerning Llama choice from the bunch of possibilities of
the usage of other models it is currently the best open source
LLM on the market that is why we have used it. Another
reason is that it is one of the few open source LLM, to
our knowledge, that enables finetuning that we required for
question generation.

V. CONCLUSIONS

In this paper, we present a novel method for the generation
of questions. The method is based on rules extended by a
grammar corrector. Our approach outperformed all widely
used methods. Moreover, the most significant advantage of the
Rule-Based method is its flexibility, speed and certainty of the
output data. Rules can be easily added or modified depending

on business needs. This solution also gives great control over
the content of the output, its form, and tone.

The most popular methods for question generation based
on finetuned language models (Bart, PLT5, Llama) showed
worse results than our method. Moreover, those models are
slow and require bigger computer resources (both for training
and inference) and huge datasets for training.

The Rule-Based algorithm enhanced with grammar correc-
tion based on finetuned encoder-decoder models can gener-
ate questions with better metrics scores than LLMs-based
methods. Our results showed that dedicated algorithms can
outperform general methods such as LLMs. It should be
emphasized that a grammar corrector improves scores even
more. Results collected in a Table VI show that the Rule-Based
algorithm with the grammar corrector can generate questions
with the business-required quality.

The performance of all LLM-based models are similar.
However, the Llama model finetuned on English texts with the
Lora method has much lower scores than the other methods.
This is probably related to errors in the translation of input
data into English and back to Polish. This approach introduced
additional bias to the method - related to adding synonyms
and unnecessary words to the input data along with other
translation artefacts. Examples of these errors are presented
in the Table VIII.

Our novel Rule-Based method with a grammar corrector
presented in this paper outperformed commonly used LLM-
based methods, both in the quality of generated questions and
in the speed of inference. In addition, it should be emphasized
that our method is much faster than LLM-based methods. It
is four times faster than BART and one hundred times faster
than Llama (without a grammar corrector), while the model
performance is on the same level.
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APPENDIX

A. Decoding method hyperparameters

Decoding hyperparameters for used generative models for
proposed methods are presented in Table II.

Table II
HYPERPARAMETER VALUES FOR USED DECODING METHODS.

Decoding method Hyperparameter values
greedy no repeat ngram size: 2
beam num beams: 5
topk topk: 50; temp: 0.3
topp topp: 0.8; temp: 0.3

topk+topp topk: 50; topp: 0.8; temp: 0.3

B. Error probabilities for datasets creation

For error probability values for datasets for the keywords
to sentence models see Table III, for error probability values
for dataset for grammar corrector see Table IV.

Table III
ERROR PROBABILITY VALUES FOR THE DATASET FOR THE KEYWORDS TO

SENTENCE MODELS.

Error type Probability
noun to lemma 0.3
verb to lemma 0.3

adjective to lemma 0.5
adverb to lemma 0.5

C. Evaluation of hallucinations

Evaluation of hallucination detection of the presented meth-
ods is presented in Table V.

D. Zero-shot and few-shot prompts for Polish LLM

An example of a zero-shot prompt for Polish LLM is
presented in the Figure 3, an example of a few-shot prompt
for Polish LLM is presented in the Figure 4.

Table IV
ERROR PROBABILITY VALUES FOR THE DATASET FOR THE GRAMMAR

CORRECTOR MODEL.

Error type Probability
noun to lemma 0.30
verb to lemma 0.30

adjective to lemma 0.85
adverb to lemma 0.85

lemma verb to another form 0.85
drop aux 0.75

Table V
AN EVALUATION OF HALLUCINATION DETECTION OF THE PRESENTED

METHODS. THE ANNOTATOR RECEIVED 35 RANDOM SAMPLES - MODEL
INPUT TEXTS AND OUTPUTS GENERATED BY ALL FIVE METHODS.

ANNOTATORS DETERMINED WHETHER THE TEXT CONTAIN
HALLUCINATIONS. PRESENTED RATIOS ARE THE NUMBER OF TEXTS WITH

HALLUCINATIONS TO AMOUNT OF ALL THESE RANDOM TEXTS (35).

Evaluation Hallucinations
Bart-greedy 5.71%

Llama (Lora)-topk 8.57%
Llama (Lora, EN)-topk+topp 22.86%
PL LLM prompting-few shot 2.86%

Rule-Based-with GC 0.00%

Figure 3. Zero-shot prompt for Polish LLM - Bielik.

Figure 4. Few-shot prompt for Polish LLM - Bielik.

E. Outputs generated by the subsequent methods

In Tables VI and VII there are presented questions generated
for subsequent, best performing methods. In table VIII there
are presented errors in translations in the Llama finetuned with
the Lora method on English dataset.

https://aclanthology.org/P19-1496
https://github.com/lettergram/sentence-classification
https://github.com/nidhaloff/deep-translator
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Table VI
QUESTIONS GENERATED BY THE SUBSEQUENT RULE-BASED METHODS. PLEASE NOTE THAT THE MODELS’ INPUT INCLUDES ONLY KEYWORDS AND NO

PUNCTUATION MARKS.

Input data Rule-Based-without GC Rule-Based-with GC
zaliczka zwrócona Czy zaliczka zwrócona? Czy zaliczka zostanie zwrócona?
potrzebna zaliczka Czy potrzebna zaliczka? Czy potrzebna jest zaliczka?

zaliczka do wypłaty Czy zaliczka do wypłaty? Czy zaliczka jest do wypłaty?
możliwość uzupełnienia wniosku Czy możliwość uzupełnienia wniosku? Czy jest możliwość uzupełnienia wniosku?

zgłoszenie delegacji z datą wsteczną Czy zgłoszenie delegacji z datą wsteczną? Czy zgłoszenie delegacji jest z datą wsteczną?
forma wypłaty wypłacanej zaliczki Wybierz proszę forma wypłaty wypłacanej zaliczki z listy. Wybierz proszę formę wypłaty wypłacanej zaliczki z listy.

waluta kosztów transportu Wybierz proszę waluta kosztów transportu z listy. Wybierz proszę walutę kosztów transportu z listy.

Table VII
QUESTIONS GENERATED BY THE SUBSEQUENT BEST PERFORMING ONE-STEP METHODS. THE INPUT DATA IS DATA FROM THE TABLE VI.

Bart-greedy Llama (Lora)-topk PL LLM prompting-few shot
Czy zaliczka może być zwrócona? Czy zaliczka może być zwrócona? Czy zaliczka zostanie zwrócona?

Czy potrzebna jest zaliczka? Czy potrzebna jest zaliczka? Czy potrzebna jest zaliczka?
Czy zaliczka do wypłaty? Czy zaliczka jest do wypłaty? Czy zaliczka do wypłaty jest przewidziana?

Czy jest możliwość uzupełnienia wniosku? Czy istnieje możliwość uzupełnienia wniosku? Czy możliwa jest opcja uzupełnienia wniosku?
Czy zgłoszenie delegacji jest datą wsteczną? Czy zgłoszenie delegacji z datą wsteczną jest możliwe? Czy delegacja powinna być zgłoszona z datą wsteczną?

Wybierz proszę formę wypłaty wypłacanej zaliczki z listy. Wybierz proszę formę wypłaty wypłacanej z zaliczki z listy. Wybierz proszę formę wypłaty zaliczki z listy.
Wybierz proszę walutę kosztów transportu z listy. Wybierz proszę walutę kosztów transportu z listy poniżej. Wybierz proszę walutę kosztów transportu z listy.

Table VIII
EXAMPLES OF INCORRECT TRANSLATIONS IN THE LLAMA FINETUNED WITH THE LORA METHOD ON ENGLISH DATASET. PLEASE NOTE THAT THE

MODELS’ INPUT INCLUDES ONLY KEYWORDS AND NO PUNCTUATION MARKS.

Polish prompt Polish prompt translated to English Llama Lora EN output English output translated to Polish
czy zatwierdzasz rozliczenie do you approve the settlement Do you approve of the settlement? Czy zgadzasz się z tą ugodą?
czy akceptujesz ten wniosek do you accept this request Do you accept this request? Czy akceptujesz tę prośbę?

czy uregulowano płatność whether the payment has been settled When will it be known whether the payment Kiedy będzie wiadomo, czy płatność
has been settled? została rozliczona?

czy użyj zapisanego rachunku do zaliczki or use saved account for down payment Or use it to be saved up for a down payment. Albo wykorzystaj je jako oszczędności
na zaliczkę.

podaj proszę twój stopień znajomości please indicate your level of knowledge Please indicate your level of knowledge Proszę podać poziom wiedzy na temat
mikroserwisów of microservices of microservices. mikrousług.
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